A hybrid pixel-based classification method for blood vessel segmentation and aneurysm detection on CTA
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Abstract

In the present study, a hybrid semi-supervised pixel-based classification algorithm is proposed for the automatic segmentation of intracranial aneurysms in Computed Tomography Angiography images. The algorithm was designed to discriminate image pixels as belonging to one of the two classes: blood vessel and brain parenchyma. Its accuracy in vessel and aneurysm detection was compared with two other reliable methods that have already been applied in vessel segmentation applications: (a) an advanced and novel thresholding technique, namely the frequency histogram of connected elements (FHCE), and (b) the gradient vector flow snake. The comparison was performed by means of the segmentation matching factor (SMF) that expressed how precise and reproducible was the vessel and aneurysm segmentation result of each method against the manual segmentation of an experienced radiologist, who was considered as the gold standard. Results showed a superior SMF for the hybrid (SMF = 88.4%) and snake (SMF = 87.2%) methods compared to the FHCE (SMF = 68.9%). The major advantage of the proposed hybrid method is that it requires no a priori knowledge of the topology of the vessels and no operator intervention, in contrast to the other methods examined. The hybrid method was efficient enough for use in 3D blood vessel reconstruction.
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1. Introduction

An aneurysm is an abnormal bulging outward of an artery. Brain aneurysms (also called intracranial aneurysms (IAs)) are commonly located at the branching points of the major blood vessels at the base of the brain. IAs are usually discovered after they rupture, causing subarachnoid hemorrhage (SAH), i.e. bleeding in the subarachnoid space [1,2]. A recent review [3] indicates a prevalence in the general population of up to 6%.

SAH is a serious condition with high morbidity and mortality. At 75\% of the cases, SAHs are due to ruptured IAs, which usually originate from the major blood vessels of the cerebral arterial circle (circle of Willis) or from their branching arteries [4].

Detection of IAs has been traditionally performed using standard digital subtraction angiography (DSA) [5]. Computed Tomography Angiography (CTA) is a new non-invasive imaging modality that has recently started to be recognized as a rapid and accurate alternative to the standard DSA technique for brain aneurysms visualization [6–9].

Brain aneurysm detection is of crucial importance, since it enables the quantification of a variety of crucial parameters (i.e. the width of the neck of the aneurysm, its orientation, and its relation to the parent vessel), that significantly affect treatment planning and surgical intervention [2,6]. Thus, accurate detection and segmentation of brain blood vessels in CT angiograms is of major importance to the radiologists.
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Although numerous studies and reviews have been devoted to the demanding task of vessel segmentation [10–14], from the technical aspect, there is no general technique that may be effectively applied to all modalities [12]. Regarding CTA, most previous studies have used inbuilt CT-software to segment aneurysms [5,8], others have employed commercial software to outline aneurysms [6,9], and few have experimented with own developed software for segmentation [10,13,14]. However, most segmentation techniques require a priori knowledge and/or operator intervention. Snakes (active contours) have been shown to be among the most promising techniques [10,14,15]. Another promising segmentation method is the pixel-based classification, employing supervised or unsupervised classifiers [16–18], that require no a priori information and, to our knowledge, have found no application in vessel segmentation.

In the present study, a hybrid semi-supervised pixel-based segmentation algorithm for the segmentation of aneurysms on CTA is proposed and it is compared against two other novel and reliable techniques that have been previously tested in vessel segmentation applications: an advanced thresholding technique, using connected elements, that has been employed in vessel segmentation on DSA images, and an advanced snake method [19], that has been previously used in aneurysm segmentation on CTA images.

2. Material and methods

Eleven cases of patients with IA were examined. From each case, a Digital Imaging and Communications in Medicine (DICOM) dataset of CTA brain images (Siemens Somaton Plus 4, Siemens AG, Erlangen, Germany) was acquired from the Department of Radiology of the University Hospital of Patras, Greece. Dataset comprised 924 CTA images in total. CTA data slices were interpreted, using a typical window width (150 HU) and window center (100 HU), by an expert radiologist (T.P.). As the basic interest was focused onto the major brain blood vessels, from where the aneurysm originated, a square (256 × 256) was cropped from the CT images resulting in images with primarily blood vessels and brain parenchyma.

An experienced radiologist (M.K.) delineated manually the aneurysm (and its attached vessel) at each CT image slice twice, within a week’s time interval, to investigate intra-observer delineation error. Fig. 1 concerns one case with the aneurysm outlined by the radiologist in 12 out of 24 CT slices that the aneurysm extended.

2.1. Hybrid semi-supervised pixel-based classification method

2.1.1. Hybrid classifier design

A pixel-based segmentation algorithm, employing the probabilistic neural network (PNN) classifier [20], was designed to discriminate image pixels as belonging to one of two classes: blood vessel and brain parenchyma. The design of the classifier requires that an adequate number of class patterns (combination of textural features, extracted from 5 × 5 regions of interest surrounding each pixel) have to be selected from the images. One-third of the images of all cases was randomly chosen and used to design the hybrid classifier (training set) and the remaining images were employed to evaluate the classifier’s performance (testing set). From each image of the design set, class patterns were selected from the blood vessel and brain parenchyma regions. In most pixel-based segmentation algorithms [16,17], selection of image samples, to form class patterns, has been performed manually. Such image-sample collection procedures, however, introduce users’ subjectivity and suffer from a limitation concerning the maximum number of samples that the physician is prepared to collect. To alleviate this, the selection of image-samples regions was performed automatically using an unsupervised (requires no training) k-means clustering methodology, which, combined with the supervised (requires training) pixel-based classification technique, formulated the proposed hybrid algorithm (see Fig. 2).

The k-means [21] was designed to take as input patterns the image pixel intensities, while the goal was to divide the patterns into two clusters; one containing the vessels’ pixels and the other the parenchyma’s pixels.

The algorithm divided the image pixels according to the following procedure:

1. Two pixels were (randomly) selected as the initial clusters’ centroids.
2. The rest of the image pixels were distributed to the two clusters, following the minimum Euclidean distance rule from its centroid.
3. New class centroids were calculated.
4. Steps 2 and 3 were repeated until both cluster-centroids stabilized.

Fig. 1. Radiologist’s delineation of aneurysm and attached vessel (anterior communicating artery).
Finally, the last clusters’ centers were used to define the median (discriminant of the clusters) that was the threshold value applied to each image. Following this clustering process, the coordinates of image samples from the vessel and parenchyma regions (see Fig. 3) of the training set were used to optimally design the PNN classifier. From each one of the image samples, 38 textural features were extracted, to form the class patterns, by evaluating first- and second-order statistics: four features were computed from the image-sample histogram [22], 24 from the co-occurrence matrix [23,24], which encodes the frequency of appearance of the same gray-tone pixel pairs of a particular inter-pixel distance inside each ROI (see Appendix B), and 10 from the run-length matrix [25], which describes the frequency of appearance of a set of consecutive pixels having the same gray value.

The PNN classifier training aimed to locate the best feature combination that gave the highest classification accuracy with the least number of features. Classifier training involved the following steps:

(1) **Feature reduction:** This was accomplished by reducing the number of possible features to 10, employing the Student’s $t$-test, ranking the features in accordance with their class discriminatory power, and pick the first 10 features with the highest discriminatory power. This was a necessary step taken to reduce problem’s dimensionality and classifier’s design computational time demands.

(2) **Best feature combination:** The exhaustive search algorithm [26] (forming feature patterns ensembles in all possible combinations of 2, 3, 4, and 5 features) was used to design and, subsequently, to evaluate the accuracy of the PNN classifier, in the attempt to locate the best feature combination, that provided the highest classification accuracy with the least number of features. Thus, for a particular feature combination, the PNN classifier was designed by all the feature patterns of the training set and it was used to classify all the feature patterns (and eventually the corresponding pixels) of the testing set. The accuracy of classification was tested against the physician’s accuracy (used here as gold standard) in manually outlining the vessels in each image and, thus, assigning image pixels as belonging to either the blood vessel or parenchyma class.

The final hybrid classifier comprised the $k$-means clustering algorithm that drives the PNN classifier, which was designed by the optimum of features, as described in steps 1 and 2 above. The hybrid classifier design is quite lengthy and computational demanding process. For example, it took 841 s for the exhaustive search only to test all possible three-feature combinations. However, it needs to be performed once, since it is only employed in the optimal classifier design stage. Hybrid classifier design is not part of the classifier operation, which is a low time-consuming process, as explained in the following section.

2.1.2. **Hybrid classifier operation**

Segmentation was performed by employing the optimally designed hybrid classifier on all images of the test-set. In each image, the $k$-means classifier automatically separated image pixels into two classes, blood vessels and brain parenchyma, and the PNN worked on those pixels contained only within each vessel and its vicinity in the following manner. Each vessel region was automatically bounded by a box, the box’s size was increased by 50% to

---

**Fig. 2.** Overview of the hybrid method. $k$-means was used for automatically extracting the image-sample ROIs from region 1 (vessels) and region 2 (parenchyma tissue) and the PNN was trained, based on the extracted ROIs, to discriminate pixels belonging to vessel from pixels belonging to parenchyma.

**Fig. 3.** The output of $k$-means that triggers the automatic feature extraction for the vessel (grayscale region) and parenchyma class (black region), respectively.
incorporate missed boundary pixels by the $k$-means, and the PNN classifier scanned each pixel of the enlarged vessel box using a $5 \times 5$ pixel window with one pixel step. At each step, the best feature combination was calculated and was used as input to the PNN classifier (see Appendix A) to characterize the central pixel as belonging to one of the two classes: blood vessel and brain parenchyma. The result of the segmentation procedure was a binary image, with white pixels signifying the aneurysm-vessel class and black pixels the brain parenchyma class. Fig. 2 shows a general overview of the hybrid method.

The proposed method was compared with other state-of-art segmentation methods, the frequency histogram of connected elements (FHCE) [11] and the active contours (Snake) [19] (see Appendix A).

2.2. Evaluation

The vessel segmentation accuracy for each method was tested using the segmentation matching factor (SMF) defined as the fraction of the intersection of $A$ and $B$ to the union of them [27].

$$\text{SMF} = \frac{A \cap B}{A \cup B}$$

where $A$ is the area manually segmented by the radiologist and $B$ is the area segmented by each method (area is defined as the number of pixels included within the object’s outline). Therefore, a factor nearer to unit indicates a segmented image closer to the expert’s one. Moreover, the coefficient of variation (CV%) was calculated for each method, that expresses the statistical representation of the precision of a method.

All methods were examined in terms of processing time, on a typical desktop PC (Pentium 4 at 3 GHz with 512 MB RAM). Regarding the proposed hybrid classifier, results indicated that the segmentation time per image ranged between 0.8 and 6 s, depending on the number of ROIs, containing vessels, in the image. Regarding the snake operation in consecutive data slices, automatic outlining of a vessel in a slice ranged between 2 and 4 s (employing the GVF algorithm and, as snake initialization points, the boundary data from the previous slice). However, in 30% of the consecutive data slices, user’s interaction was necessary for redefining initialization points and, some times, for changing the values of the snake parameters, to achieve acceptable vessel boundary delineation. This amounted to a time processing overhead of about 6 s per image. Concerning FHCE, the algorithm functioned automatically, requiring about 1.5–1.7 s of processing time per image.

3. Results

Fig. 3 illustrates the output regions of the $k$-means algorithm for vessels and brain parenchyma. From these regions, features were calculated to represent the vessels and brain parenchyma class, respectively.

The features mean value (derived from the ROIs histogram), inverse difference moment, and difference entropy (co-occurrence matrix features, see Appendix B) comprised the best feature vector combination, that optimized the performance of the PNN, in classifying aneurysm-vessel from parenchyma class with an accuracy of 94.4%. Additionally, to simulate more realistic conditions, all images of three randomly chosen patients were used in the training of the PNN classifier, using the previously determined best feature set. The PNN was then employed on the images of the remaining eight patients to distinguish aneurysm vessels from parenchyma. Accuracy was slightly lower than previously (92.4% against 94.4%), which however was expected, since patients in the test set did not participate in the design of the classifier. Having chosen the training set (three patients) and the best features combination, hybrid classifier training required approximately 2 s.

The results of such pixel-based segmentation are depicted in Fig. 4. The light gray areas correspond to correctly segmented pixels, whereas the dark gray and white regions to erroneously segmented pixels, with respect to the manual delineation by the experienced radiologist.

The radiologist’s intra-observer reliability, in delineating manually the same vessels in a week’s time interval, was examined revealing no significant difference between assessments ($p > 0.05$). The reproducibility, consistency, and accuracy of each segmentation method are summarized in the box plot of the SMFs in Fig. 5.

![Fig. 4. Segmentation results of all methods compared to the manual delineation of the experienced radiologist. Light gray regions indicate correctly segmented pixels. White regions correspond to over segmented pixels: that is, erroneously segmented pixels outside the outlines marked by the radiologist. Dark gray regions point to under segmented pixels: that is, erroneously unsegmented pixels located inside the outlines marked by the radiologist.](image-url)
Table 1 shows the SMF and the SMF’s CV% for the FHCE, snake, and hybrid algorithms as well as for the intra-observer assessment of the radiologist’s delineation. An isosurface rendering technique [28] was used for the three-dimensional volume reconstruction of segmented vessels (see Fig. 6).

### 4. Discussion

In the present study, a hybrid semi-supervised pixel-based classification method was introduced for segmenting brain blood vessels and, thus, possible attached aneurysms. This hybrid algorithm comprised an unsupervised clustering algorithm (k-means) that led a supervised pixel-based segmentation algorithm, without any a priori knowledge of the shape and topology of the aneurysm to be segmented.

The proposed hybrid segmentation method was tested against two state-of-art segmentation algorithms, that have been previously implemented in vessel segmentation applications (snake and FHCE) [11,12]. Results showed that the hybrid algorithm matched more closely (SMF = 88.4 ± 1.9%) the vessels, outlines produced by the manual delineation of the experienced radiologist. The snake (SMF = 87.21 ± 2.2%) algorithm gave slightly inferior results, whereas the FHCE (SMF = 68.9 ± 2.4%) significantly inferior results (Table 1).

To quantitatively assess the precision and reproducibility of each method, the CV% of the SMF was calculated for each method (see Table 1). The hybrid method gave the best results in terms of CV%, since it exhibited the smallest variability in repeated segmentations. This variability is graphically illustrated in the form of a box plot in Fig. 5, where it is clear that the hybrid method gave the least variable results, compared to the FHCE and snake algorithms. The box plot provides a comprehensive view of the behavior of each method in repeated segmentations. The location of the box plot corresponds to the accuracy of each segmentation method. The size of the box plot is an indication of reproducibility. The median value can be used to assess consistency. Under this perspective, the FHCE gave the poorest accuracy and reproducibility with highly inconsistent results. On the other hand, the hybrid and snake gave the most consistent results, since their corresponding median values were located at the middle of the box (that is, the median values coincident with the respective mean values). The hybrid algorithm gave the most accurate and reproducible results and its box plot is closer to the radiologist’s, which is considered as the gold standard.

Although FHCE has shown promising results in vessel segmentation in DSA images [11], its performance on CTA images, used in the present study, was satisfactory with a SMF mean value of 68.9%. FHCE resulted into a ‘thinner segmentation’, underestimating the size of the vessels (see Fig. 4). This might be explained due to the fact that it is very difficult to define a specific threshold to optimize the FHCE algorithm’s performance, since CTA images are composed of different anatomical structures (bone, parenchyma, and vessels) with diverse pixel gray
values, and with differences from slice to slice. On the other hand, in DSA images the background structures, such as bone and soft tissue shadows, are masked out during the acquisition process, thus, a threshold to separate vessels from background is easier to define.

Snakes constitute another family of methods that have been applied in vessel segmentation with promising results [12]. The snake, used in the present study, performed satisfactorily, as compared to the expert’s manual segmentation, with an SMF mean value of 87.2%. The most significant problem with the snake algorithm was in cases of closely located vessels, where the image information was ambiguous. In such cases, the snake slightly expanded into parenchyma areas, resulting into small deviations from the vessel boundaries (see Fig. 4). Another disadvantage of the snake was that it required manual initialization, that is, specification of the starting coordinates (curve points) by the radiologist. Even though the resulting snake boundaries for a particular vessel may be used as the initial curve points for delineation of the same vessel in the next slice, we have found that in 30% of the cases, redefinition of initial points was unavoidable. Finally, setting parameters $a$ and $b$ that control the snake’s tension and rigidity, respectively, required extensive experimentation.

The proposed hybrid method performed as well as the snake algorithm with an SMF mean value of 88.4%. However, it merits compared to the snake due to the following reasons: (a) segmentation is performed automatically, (b) no user interaction is required, and (c) all vessels are simultaneously segmented.

Fig. 6 shows the three-dimensional geometric representation of segmented vessels, employing the hybrid method, where the aneurysm is clearly delineated. This kind of three-dimensional representation can be used to quantitatively measure a number of important parameters of vessels, such as the maximum diameter, the neck, the orientation, the number of bifurcations, the relation of smaller vessels to the parent vessels, and the presence of aneurysms. Additionally, it can be used to provide a comprehensive and accurate view of the vessels, thus, helping to achieve more accurate clinical diagnoses. As a general conclusion, the proposed hybrid segmentation might be useful as an efficient and practical tool for assisting radiologists in three-dimensional vessel visualization and aneurysms localization in brain CTA images.

A.1. The PNN algorithm

The PNN classifier determines each class probability density function (PDF) by linearly combining the kernel PDF estimation for each training sample separately for a given class. Its discriminant function is given by [20]

$$d_i(x) = \frac{1}{(2\pi)^{d/2}\sigma^d} \sum_{k=1}^{N} \exp \left[ -\frac{(x - x_{ik})^T(x - x_{ik})}{2\sigma^2} \right]. \quad (A.1)$$

where $\sigma$ is the spread of the Gaussian activation function (smoothing parameter), $N$ is the number of pattern vectors, $d$ is the dimensionality of pattern vectors, $x_{ik}$ is the $k$th pattern vector of class $i$, and $x$ is the unknown feature vector. The smoothing parameter $\sigma$ was experimentally determined to be 0.2. The PNN classifies the input vector $x$ to class $j$, if $d_j(x)>d_i(x)$.

A.2. The FHCE method

FHCE, proposed by Patricio and Maravall [11], is a novel approach used in digital image segmentation that takes into account the spatial properties of the image. FHCE not only embodies two concepts, the conventional image histogram (unidimensional) and the co-occurrence matrix (bidimensional), but it also empowers them by using the concepts of connectivity level and morphological component, respectively.

FHCE is defined as [11]

$$H(T) = \sum_{\forall(i,j)\in[I]} C_{ij}(T), \quad 0 \leq T \leq I_{\text{max}} - 1, \quad (A.2)$$

where $I_{\text{max}}$ is the maximum grayscale level of the image $I_{(i,j)}$, $C_{ij}(T) \in [T - \epsilon, T + \epsilon]$ is the connected element, $\epsilon$ is the connectivity level, and $T$ is the gray level. The image was scanned and, at each pixel, a decision was made whether the morphological component constituted a connected element, in accordance with relation (A.2). The best morphological component, employed in the present application, was determined by trial and error to be the N4 neighborhood relation in 2D.

In that case, the central pixel’s gray level was used to form the frequency histogram of the connected components. Finally, a bimodal histogram was formed (one mode for each class), which was used to determine the threshold value that, in turn, was employed to transform the original gray level image into a binary segmented image, with white pixels corresponding to aneurysm-vessel class and black pixels to brain parenchyma class.

A.3. The active contours (snake) method

Snakes (active contours) have been successfully applied in the field of vessel segmentation [10,12–14]. The operator must roughly determine the initial curve and the algorithm follows an iterative process until convergence to an optimum outcome. Convergence is achieved by optimization of an energy functional that involves internal and external forces. Internal forces impose smoothness constraints on the curve, while external forces move the curve near the desired boundaries.
These models are characterized by limitations, not only on initializing the curve close to the boundaries to be detected, but also on expanding towards concave margins. In this study, a snake algorithm [19, 29] was used that took into account a field of external forces, called gradient vector flow (GVF), to overcome the above limitations. The snake model is given in (A.3):

$$E = \int_0^1 \frac{1}{2} [a |x'(s)|^2 + b |x''(s)|^2] + E_{ext}(x(s)) \, ds,$$

where $a$ and $b$ are weight parameters that control the snake’s tension and rigidity, respectively, $x'(s)$ and $x''(s)$ are the first and second derivatives of $x(s)$ with respect to $s \in [0, 1]$, and $E_{ext}$ is the external energy function that leads the snake towards edges.

A snake that minimizes $E$ must satisfy the Euler equation:

$$x''(s) - bx'''(s) - \nabla E_{ext} = 0.$$  \hspace{1cm} (A.4)

In order to find a solution for (A.4), snake parameter $x$ is treated as a function of time $t$ as well as $s$. Therefore, the left hand side of (A.4) becomes

$$x_i(t, s) = ax''(s, t) - bx'''(s, t) + F_{ext},$$

where

$$F_{ext} = -\nabla E_{ext}.$$  

The GVF field $\nabla I = [u(x, y), v(x, y)]$ minimizes the energy functional

$$E = \int \int \mu (u^2 + v^2 + \sigma^2 + \nu^2) + |\nabla f|^2 |\nabla I|^2 \, dx \, dy,$$

where the parameter $\mu$ is a regularization parameter, governing the tradeoff between the first term and the second terms in the integrant.

Parameters $a$, $b$, and $\mu$ were experimentally determined as equal to 0.6, 0.1, and 0.1, respectively.

Appendix B

Second-order statistical features could be calculated from the co-occurrence matrix [23]

$$p(i, j|d) = \frac{1}{4} \sum_{\Phi=0, 45, 90, 135} p(i, j|d, \Phi).$$

Each $p(i, j|d, \Phi)$ is the probability of going from gray level $i$ to gray level $j$, given that the intersample spacing is $d$ and that the direction is given by angle $\Phi$.

The best feature vector combination, used into the segmentation process of the hybrid algorithm, was

mean value $= \frac{1}{N} \sum_j g(i, j),$

inverse difference moment $= \sum_i \sum_{j=0}^{N-1} \frac{p(i, j)}{1 + (i - j)^2},$

and

difference entropy $= -\sum_{i=0}^{N-1} P_{x-y}(i) \log P_{x-y}(i),$

where $g(i, j)$ is the pixel intensity in position $(i, j)$, $N$ is the total number of pixels, $N_g$ is the number of gray levels in the image, $i$, $j$ $= 1, \ldots, N_g$, $p$ is the co-occurrence matrix, and $P_{x-y}(k) = \sum_{i|j|f|m} P(i, j)$.
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